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Figure 1: Model Architecture at a Glance

ABSTRACT

Visual Question Answering (VQA)[1] is a task that combines com-
puter vision and natural language processing. It involves answering
questions about an image using Al algorithms. Given an image and
a related question in natural language, VQA models analyze the vi-
sual content and comprehend the question to produce a text-based
answer. The process includes extracting features from the image
and encoding the question, which are then combined to generate
the final response. In this competition, we trained a VQA model that
achieved 58% accuracy in answering questions related to images
from the cartoon 'Simpsons’. This was achieved by taking a com-
bination of Convolutional Neural Networks and Recurrent Neural
Networks and maximising their performance through parameter
tuning. The link to the solution canbe found here: Link to Solution
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1 INTRODUCTION

In recent years, Visual Question Answering (VQA) has emerged as
a compelling interdisciplinary research area that seeks to integrate
computer vision and natural language processing. VQA aims to
enable artificial intelligence systems to comprehend visual content
and answer questions about images using advanced algorithms.
This fusion of visual perception and language understanding holds
great promise in various domains, ranging from robotics and au-
tonomous vehicles to accessibility technologies.

The motivation behind this research stems from the need to
explore and evaluate VQA in the specific context of images from
the animated series 'Simpsons’. By focusing on questions related to
scenes from the show, specifically narrowed down to Yes/No type
questions, we aim to showcase the capabilities of VQA models.

The primary objective of this competition is to train a VQA model
that achieves high accuracy in answering questions about images
from ’Simpsons’. To achieve this goal, we adopt a combination of
Convolutional Neural Networks (CNN) and Simple RNNs as the un-
derlying architecture. Furthermore, we emphasize the significance
of parameter tuning to realize an efficient model that maximizes
the performance of the model while reducing the number of total
parameters as much as possible.

This paper presents our approach, experimental setup, and re-
sults in detail. We outline our methodology, including the VQA
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model architecture and the techniques used for parameter optimiza-
tion. Subsequently, we describe the dataset used for training and
evaluation, followed by a discussion of the results.

2 APPROACH

As noted in the introduction, the task of VQA involves a com-
bination of computer vision and natural language processing[2].
However, compared to conventional VQA models, which have fo-
cused on extracting information from real-life images to answer
questions, the required model complexity isn’t as high here as car-
toon images are simplified and are closer to a combination of shapes
rather than real objects which are more complex and hence require
more parameters for a usable model. Hence, we use a simple Image
Classification CNN for the Image component and a Simple Recur-
rent Neural Network for the Question and Answer component. The
outputs of these networks were element-wise multiplied and then
passed through two dense layers to output the probability of both
’yes’ and 'no’.

2.1 Image Layer

A Convolutional Neural Network (CNN) is used as it is a special-
ized deep learning architecture designed for image and visual data
processing. It consists of convolutional layers that apply filters to
capture spatial patterns, followed by pooling layers for downsam-
pling. The extracted features are then flattened and passed through
fully connected layers for classification or regression tasks, enabling
CNN's to excel in computer vision applications.

The CNN part in our model processes the image input through
two convolutional layers with 16 and 32 filters respectively, followed
by max pooling layers for downsampling. The extracted image
features are then flattened and passed through a dense layer with
64 neurons activated by the hyperbolic tangent ('tanh’) function.

2.2 Question Layer

A Recurrent Neural Network (RNN) is a type of neural network
designed to handle sequential data, such as time series or natu-
ral language. Unlike feedforward networks, RNNs have recurrent
connections that allow information to persist over time.

For the language input in our model, we use an RNN with a
SimpleRNN layer of 64 units processes the sequential question data
after it has been passed through the embedding layer to convert it
to a feature vector of length 20.

2.3 Combination and Output

The model then fuses the image and question features using element-
wise multiplication and applies another dense layer with 64 neurons
activated by ’tanh’. Finally, the output layer predicts the probability
distribution of answers using softmax activation.

3 DATA

The training dataset consisted of 24457 image-question pairs with
answer annotations. The images were resized to a 256 by 256 res-
olution with 3 channels and the pixel values were normalized to
[0,1] range of float values.

The questions were pre-processed using standard NLP practices
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Figure 2: Example of Image-Question-Answer sample data
Q: is there a person
in the picture 7
Ans: yes

such as converting to lowercase and removing unnecessary punc-
tuation marks from the string. The questions were then tokenized
using the NLTK library and the tokens were stored in the Keras
vocabulary for later embedding. The model had a vocabulary size
of 3767.

4 FINE-TUNING

The original model upon which our solution is based is the model
described in the Easy VQA article by Victor Zhou[3]. The original
model was developed for images that contained just shapes and
hence could not capture all the features of the competition dataset.
We increased the Image Model’s Conv2D filter sizes to 16 and 32
respectively with a kernel size of 3 and the padding as same to
preserve spatial dimensions and doubled the final Dense Layer’s
neuron units to 64. The ’tanh’ activation function was chosen as it
gave best results in the test set.

The Question Model was different from the article’s question
model as our approach was different. We used Embedding rather
than Bag of Words to create the input vector of the RNN of length
20. The RNN had 64 neurons to compliment the output of the
Image Model and allow for Element-Wise Multiplication for the
merging of the two models’ outputs. Further experimentation on
the parameters of the RNN could not be done due to lack of time
and may serve as a direction for future improvement.

A further Dense layer with 64 neurons and a ’tanh’ activation
was added after the multiplication layer to improve the model’s
memory.

These parameters allowed for the model to achieve a final test
accuracy of 58% while having a total parameter count of 8,478,830,
keeping it in line with our efficiency-oriented approach.

Lastly, a batch size of 128 and and Adam Optimization with a
learning rate of 2e-4 were found to provide the best training results.
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5 CONCLUSION AND FUTURE WORK

At the beginning of the project, our goal was to develop a model
that could exceed 70% in accuracy which would allow it to classified
as a model usable for actual application. Due to lack of time due to
concurrent research and development of other approaches such as
Ensemble Methods and Pre-Trained Models, there still lies scope
for further improvement through tuning of parameters like stride,
kernel and bias regularizations and dropout.

In future, I would like to further explore these hyper-parameters
and would like to study other approaches such as transformers,
which can improve upon some of the limitations of our approach,
such as the vanishing gradient problem of RNNs.
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Additionally, I would use larger datasets like VQA v2 for training
as the dataset provided to us was relatively small compared to other
larger VQA datasets available in the public domain.
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