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Abstract. Disseminating and incorporating logic rules in deep neu-
ral networks has been extensively explored for sentiment classification.
Methods that are proposed for that goal rely on a component that aims
to capture and model logic rules, followed by a sequence model to pro-
cess the input sequence. While these methods claim to effectively capture
syntactic structures that affect sentiment, they only show improvement
in terms of accuracy to support their claims with no further analysis.
Focusing on the A-but-B rule, we use the PERCY metric (a recently
developed Post-hoc Explanation-based score for logic Rule dissemina-
tion ConsistencY assessment) to analyze and study the ability of these
methods to identify the A-but-B structure, and to make their classifica-
tion decision based on the B conjunct. PERCY proceeds by estimating
feature attribution scores using LIME, a model-agnostic framework that
aims to explain the predictions of any classifier in an interpretable and
faithful manner. Our experiments show that (a) accuracy is misleading
in assessing these methods, (b) not all these methods are effectively cap-
turing the A-but-B structure, (c) often, the underlying sequence model is
what captures the syntactic structure, and (d) the best method classifies
less than 25% of test examples based on the B conjunct.
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1 Introduction

Methods of disseminating and incorporating logic rules in Deep Neural Net-
works have been extensively explored for sentiment classification. The two main
methods developed for that purpose are: (i) Iterative Knowledge Distillation
method [1] and (ii) the Contextualized Word Embeddings approach [2]. Briefly,
these methods rely on a component aimed at capturing and modeling logic rules
(e.g., the teacher network in the Iterative Distillation method and the ELMo
model [3] in the Contextualized Word Embeddings approach), followed by a
sequence model to process the input sequence, (e.g., a RNN).

The authors of these two methods claim that they effectively capture syn-
tactic structures in the input sentence that affect its sentiment, but they have
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only used the improvement in terms of accuracy to support their claim with
no further analysis. However, achieving a high classification accuracy does not
necessarily mean that a method has effectively captured and encoded rules and
other textual syntactic structures. For example, let’s consider the sentence “the
casting was not bad but the movie was awful” that has an A-but-B structure —
a component A followed by but which is then followed by a component B. In
this example, the conjunction is interpreted as an argument for the second con-
junct, with the first functioning concessively [4-6]. While a sentiment classifier
can correctly identify that this sentence has a negative sentiment, it may fail
to infer it’s decision based ezclusively on the B part of the sentence (i.e., “the
movie was awful”), but instead, it may based it’s decision on individual negative
words also present in Part A (i.e., “bad”).

While focusing on the A-but-B syntactic structure and sentiment classifica-
tion, we propose in this paper to study the ability of the aforementioned methods
to: (i) effectively identifying the A-but-B structure in an input sentence, and to
(ii) make their classification decision based on the B conjunct of a sentence.
Specifically, we rely on the PERCY metric [7], a recently developed Post-hoc
Explanation-based score for logic Rule dissemination ConsistencY assessment.
PERCY estimates feature attribution scores using LIME [8], a model-agnostic
framework that aims to explain predictions of any classifier in an interpretable
and faithful manner. We validate our findings with an exhaustive experimental
evaluation using the SST2 dataset [6] by testing various sentiment classifiers
designed for logic rules dissemination. Among numerous findings, we show that:
(a) accuracy is misleading in assessing methods for capturing logic rules, (b) not
all methods are effectively capturing the A-but-B structure, (c) their sequence
model is often what captures the syntactic structure, and (d) the best method
bases its decision on the B conjunct in less than 25% of test examples.

2 Logic Rule Dissemination Methods

In this section, we first describe the neural [ ayers
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2.1 Network Architecture

3 parallel 1D CNNs  Fully connected
The backbone neural network [9,10] we use

throughout this paper is depicted in Fig. 1. Fig. 1. Neural network.
Three 1D CNN sequence layers (kernel size

of 3, 4, and 5) process the word embeddings of an input sequence in parallel
in order to extract diverse features and pass the concatenated features into a
feed-forward binary classification layer with a sigmoid activation to extract the
sentiment of the input sentence — 0 for a negative sentiment and 1 for a positive
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sentiment. In the next subsections, we will discuss the methods we analyze in
this article that aim to incorporate and disseminate logic rules in the neural
network architecture depicted in Fig. 1.

2.2 Iterative Rule Knowledge Distillation

The Tterative rule knowledge distillation method proposed by Hu et al. [1] aims
to transfer the domain knowledge encoded in first order logic rules into a neu-
ral network defined by a conditional probability pg(y|x) where 0 is a parameter
to learn. Specifically, during training, a posterior ¢(y|z) is constructed by pro-
jecting pg(y|z) into a subspace constrained by the rules to encode the desirable
properties, by using the following loss:

min - KL(g(ylz)[po(yle) + Cgﬁ

st (1= Eyqon[ro(@,y)]) < &

where ¢(y|z) denotes the distribution of (x,y) when z is drawn uniformly from
the train set X and y is drawn according to ¢(e|x), and rg(x,y) € [0,1] is a
variable that indicates how well labeling z with y satisfies the rule. The closed
form solution for ¢(y|z) is used as soft targets to imitate the outputs of a rule-
regularized projection of pg(y|x), which explicitly includes rule knowledge as
regularization terms.

Next, the rule knowledge is transferred to the posterior py(y|z) through
knowledge distillation optimization objective:

(1 - 7T) X ‘c(an Ptrue) + 7 X [-:(pt%Q)

where Py, denotes the distribution implied by the ground truth, £(e, ) denotes
the cross-entropy function, and 7 is a hyperparameter that needs to be tuned
to calibrate the relative importance of the two objectives. Overall, the Iterative
rule knowledge distillation method is agnostic to the network architecture, and
thus is applicable to general types of neural models such as the one depicted in
Fig. 1.

2.3 Contextual Word Embeddings

Traditional word embeddings methods like Word2Vec [11] and Glove [12] do not
capture the local context of the word in a sentence. However, language is complex
and context can completely change the meaning of a word in a sentence. Hence,
contextual word embeddings methods have emerged as a way to capture the
different nuances of the meaning of words given the surrounding text. Krishna
et al. [2] have advocated that contextualized word embeddings might capture
logic rules and thus disseminate that latent information in the 1D CNN sequence
models of the neural network in Fig. 1. In the following, we briefly review two of
the main contextual word embedding methods we use in our experiments.
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ELMo: stands for Embeddings from Language Models is a pre-trained model
developed by Peters et al. [3]. Instead of using a fixed embedding for each word,
ELMo looks at the entire sentence before assigning each word in it an embedding.
It uses a bi-directional LSTM trained on a specific task to be able to create those
embeddings. Krishna et al. [2] proposed to use ELMo in their method.

BERT: stands for Bidirectional Encoder Representations from transformers.
This is also a pre-trained model developed by Devlin et al. [13]. Briefly, the
BERT is a model based on Encoder Transformer blocks [14], which processes
each element of the input sequence by incorporating and estimating the influence
of other elements in the sequence to create embeddings.

To further test the hypothesis proposed by Krishna et al. [2], we conduct
experiments with two different context-free word embeddings namely Word2vec
developed by Mikolov et al. [11] and Glove developed by Pennington et al. [12] in
which each token is mapped to a unique vector independent of its context. These
word embeddings are used as an ablation study to analyze the effectiveness of
the rule knowledge distillation method discussed in the previous section.

3 Methodology

As mentioned earlier, our main goal in this paper is to assess each sentiment
classifier for it’s ability to correctly classify a test example with an A-but-B
structure only on the basis of the B conjunct. For this purpose, we use a metric
called PERCY [7], which stands for Post-hoc Ezplanation-based Rule Consis-
tencY assessment Score. Specifically, given a sentence S which is an ordered
sequence of terms [t1ts - - - t,], PERCY relies on LIME to assign a weight w,, to
each term ¢, in S where a positive weight indicates that ¢,, contributes and sup-
ports the positive class, and a negative weight indicates how much ¢, supports
the negative class. In order to estimate how much a term t, contributes to the
final decision of the classifier, PERCY normalizes its weight as follows:

(1)

. Jwp,xP(y=18), ifw,>0
" )|wn| x P(y=08), otherwise

where P(y = ¢|S) is the probability to predict class ¢ given sentence S. Hence,
every sentence in our test set is mapped to a vector [wyWs - - - Wy, ] with @, indicat-
ing how much the word ¢,, contributed to the final decision of the classifier. Next,
given a sentence that contains an A-but-B structure, PERCY defines the normal-
ized weights W (A) = [tg - - - W;_1] and W (B) = [Wi41 - - - Wy] as respectively the
left and right sub-sequences w.r.t the word “but” indexed by <. Finally, PERCY
computes an expectation over weights as follows: E4 (W) = ZwkeW(A) wy, and
Ep(W) =>_4.ew(p) Wk, and concludes that a classifier has based its classifica-
tion prediction by relying on the B conjunct if: Eg(W) > E4(W) and p-value
< 0.05 — this condition aims to make sure that the observed difference is statis-
tically significant.
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(b) Proportion of test examples that have been correctly classified based on the B con-
junct according to the PERCY score with 95% confidence interval.

Fig. 2. Results obtained on SST2 dataset.

4 Experimental Evaluation

In this section, we first describe the dataset we have used in our evaluation before
discussing the obtained results.

4.1 Dataset

Our experiments (as well as those presented in Hu et al. [1] and Krishna et
al. [2]) are based on the Stanford Sentiment Treebank (SST2) dataset [6], which
is a binary sentiment classification dataset. The dataset consists of 9,613 single
sentences extracted from movie reviews, where sentences are labelled as either
positive or negative each accounting for about 51.6% and 48.3%. A total of
1,078 sentences contain the A-but-B syntactic structure which accounts for about
11.2% of the dataset. We report our results only on test examples that contain
an A-but-B syntactic structure to demonstrate the ability of a classifier to cap-
ture A-but-B pattern. Hence, all classifier are trained, tuned, and tested using
stratified nested k-fold cross-validation and evaluated primarily according to
accuracy. These sentences are identified simply by searching for the word “but”
as proposed in [1,2,6].

4.2 Performance Evaluation

In this section, we discuss the results of our analysis of logic rules dissemination
methods in sentiment classifiers. The configuration options that were considered



6 S. Gupta et al.

are the following: {Word2vec, Glove, ELMo, BERT} x {Static, Fine-tuning}
x {no distillation, distillation}, which gives a total of 16 classifier analysed on
sentences with an A-but-B structure. To summarize all the results obtained over
all the above configurations, Figs. 2a and 2b show the accuracy and the ability
of the methods to base their classification decisions on the B conjunct. From
these results, we make the following observations:

Accuracy Analysis: In Fig. 2a, we observe that the distillation model described
in Hu et al. [1] is ineffective as it gives almost no improvement in terms of accu-
racy as also noted in [2]. Second, we note that fine-tuning all embeddings pro-
vides a statistically significant improvement of accuracy for almost all methods.
Finally, it is clear that the best method is BERT, followed by ELMo, followed
by either Glove or Word2vec.

Rule Dissemination Analysis: In Fig.2b we show the proportion of test
examples that have been correctly classified based on the B conjunct using
PERCY score described in Sect. 3. Briefly, we first observe that for all meth-
ods, less than 25% of the test examples are effectively classified based on the
B conjunct, which shows that the intent of these methods as described by their
authors in [1,2] is far from being achieved. This suggests that there is still a lot
of research to be done on this NLP topic. Second, we again note that there is
almost no improvement between for instance Word2vec with and without dis-
tillation (Figs.2a and 2b), which simply suggests that in [1] it is the 1D CNN
sequence model that is capturing to some extent the A-but-B structure. Finally,
we note that some models although have higher sentiment accuracy perform
poorly on rule dissemination performance and vice-versa. For example, Dist.
Elmo and Dist. BERT have similar sentiment accuracy in Fig. 2a but Dist. Elmo
outperforms Dist. BERT by a statistically significant margin on rule dissemi-
nation performance in Fig.2b. Similar phenomenon can be observed for Dist.
fine-tuned Elmo and BERT models where later outperforms former even though
having similar sentiment accuracy. This indicates that accuracy is misleading
and there is no correlation between sentiment accuracy and actual rule dissem-
ination performance.

5 Conclusion

This paper gives an analysis and a study of logic rules dissemination methods
on their ability to identify A-but-B structures while making their classification
decision based on the B conjunct. We use a rule consistency assessment met-
ric called PERCY for that goal. Our experimental evaluation shows that (a)
accuracy is misleading to assess whether the classifier based its decision as per
B conjunct (b) not all methods are effectively capturing A-but-B structure, (c)
that their underlying sequence model is often the one that captures to some
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extent the syntactic structure, and (d) that for the best method, less than 25%
of test examples are effectively classified based on the B conjunct, indicating
that a lot of research needs to be done in this topic.
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