
43

User Experience and the Role of Personalization in

Critiquing-Based Conversational Recommendation

ARPIT RANA, Dhirubhai Ambani Institute of Information and Communication Technology, Gandhinagar,

Gujarat, India

SCOTT SANNER, University of Toronto, Toronto, ON, Canada

MOHAMED REDA BOUADJENEK, Deakin University, Australia

RONALD DI CARLANTONIO and GARY FARMANER, iNAGO Inc. Toronto, ON, Canada

Critiquing—where users propose directional preferences to attribute values—has historically been a highly

popular method for conversational recommendation. However, with the growing size of catalogs and item

attributes, it becomes increasingly difficult and time-consuming to express all of one’s constraints and pref-

erences in the form of critiquing. It is found to be even more confusing in case of critiquing failures: when

the system returns no matching items in response to user critiques. To this end, it would seem important to

combine a critiquing-based conversational system with a personalized recommendation component to cap-

ture implicit user preferences and thus reduce the user’s burden of providing explicit critiques. To examine

the impact of such personalization on critiquing, this article reports on a user study with 228 participants to

understand user critiquing behavior for two different recommendation algorithms: (i) non-personalized, that

recommends any item consistent with the user critiques; and (ii) personalized, which leverages a user’s past

preferences on top of user critiques. In the study, we ask users to find a restaurant that they think is the most

suitable to a given scenario by critiquing the recommended restaurants at each round of the conversation on

the dimensions of price, cuisine, category, and distance. We observe that the non-personalized recommender

leads to more critiquing interactions, more severe critiquing failures, overall more time for users to express

their preferences, and longer dialogs to find their item of interest. We also observe that non-personalized

users were less satisfied with the system’s performance. They find its recommendations less relevant, more

unexpected, and somewhat equally diverse and surprising than those of personalized ones. The results of our

user study highlight an imperative for further research on the integration of the two complementary compo-

nents of personalization and critiquing to achieve the best overall user experience in future critiquing-based

conversational recommender systems.
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1 INTRODUCTION

The process by which a user selects an item to consume (e.g., a restaurant to eat out) is often
an iterative one: the user’s requirements may not be fully observable (e.g., context, her mood,
and her ephemeral goals) or may be uncertain [29]. Conversational recommender systems

(CRSs) can handle such cases by allowing repeated interactions between the user and the system.
Typically, they propose a set of recommendations and invite the user to evaluate the recommended
items and provide their feedback to refine these recommendations [38]. Specifically, in critiquing-
based conversational recommendations, users propose ‘tweaks’ (e.g., “like this but cheaper”) or
‘replacements’ (e.g., “like this with Italian Food”) to attribute values, which filter out the candidates
and that would ultimately improve the recommendations [4].

Early critiquing-based systems assume that a user will be satisfied with any items meeting the
critique constraints. However, with an increase in the size of item catalogs, the number of item
attributes, and the size of the attribute domains, it becomes increasingly difficult for the users to
express their preferences [29]. This is even more critical in trade-off situations where users have
to decide what to retain and what to compromise [5], or in critiquing failures where the system
returns no matching items [23] and users either have to compromise with partially satisfying
items or revise their preferences [29]. Trade-off navigation [4], soft navigation [21], and progressive

critiquing are a few techniques among others that have been proposed to handle trade-off
conflicts and failures. However, such techniques may not scale-up well with the growing number
of item features and also do not accommodate user’s past preferences while resolving dialog
inconsistencies. Here, it is important for the system to identify the feature values causing conflicts
and failures, and subsequently their replacements that are in line with a user’s preferences. These
instances motivate us to investigate the role of personalization in critiquing—a topic we believe
has been under-emphasized in the existing critiquing literature.

In this work, we seek to evaluate the importance of the personalization component in a
critiquing-based conversational recommender especially when there are cases of critiquing fail-
ures. To achieve this, we present results of a user study with 228 participants in which we assign
a scenario to the users (e.g., a formal lunch with a business client) and ask them to find a suitable
restaurant by critiquing the recommendations that the system provides to them. We specifically
explore two basic recommendation algorithms: (i) a non-personalized recommender (NP-Rec),
that solely relies on user critiques; and (ii) a personalized recommender (kNN ), which is a nearest
neighbor-based collaborative filtering recommendation system [17] that leverages both a user’s
past preferences and her critiques. We compare the two recommendation algorithms in a between-
subject trial and seek to answer the following questions:

RQ1 How does personalization affect occurrences of critiquing failures?
RQ2 How does personalization affect the amount of effort a user needs to reach an item of her

interest?
RQ3 How does personalization affect the overall dialog flow?
RQ4 How does personalization affect the quality of recommendations in both an objective and

subjective manner?
RQ5 What differences do users perceive between the dialogs of a non-personalised and a

personalised recommendation algorithm?
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Among a range of results that we discuss in our experimental section, we found that users as-
signed to the kNN recommender critiqued less, finished faster, spent less time making explicit
critiques that were already implicitly captured by the recommender system, and found its recom-
mendations to be more relevant and still competitive in terms of diversity and surprise.

In short, we can infer from our experimental results that a system, which offers personalized
recommendations can reduce critiquing burden on the user by implicitly capturing preferences and
constraints that the user would otherwise have had to express as explicit critiques. As elaborated
in our related work discussion, to the best of our knowledge, this is the first study to emphasize
the importance of personalization on user experience for critiquing-based conversational systems.

2 RELATED WORK

Interactive conversational recommendation has shown significant advantages over single-shot rec-
ommendation [14], when (a) users have ephemeral goals different from their usual tastes, (b) users
are not satisfied with initial top-n recommendations, and (c) user requirements are uncertain or
are not fully observable [2, 13]. Historically, conversational recommendation has been common
in knowledge-based (i.e., constraint-based) recommender systems [3], where the recommender
suggests items to best satisfy the user’s preferences; it is one approach to context-aware [1] and
context-driven [26] recommendation, where the user can give feedback to steer the recommen-
dations toward ones that best suit the context [12]. Many CRSs use GUI-based interactive recom-
mendation [2, 37], which allows users to provide their feedback in one of four ways: (i) by asking
questions for a value of a specific item feature [36]; (ii) by collecting user ratings on the proposed
recommendations [39], (iii) by inviting users to select one of many recommendations [32], or,
(iv) by allowing users to provide critiques on item features [40]. These feedback forms differ in
their level of ambiguity and the efforts they demand from the user [38].

Critiquing is one important form of feature-level feedback in conversational recommendation,
where instead of providing a specific value for an attribute, users propose ‘tweaks’ to attribute val-
ues to refine their recommendations [4]. Such ‘tweaks’ can be applied on one attribute (unit [4])
or on multiple attributes all-together (compound [33]), and they can be system-suggested [4] or
user-initiated [9] or even the combination of the two [40]. Critiquing provides a relatively unam-
biguous indication of the user’s current preferences, imposes low burden on the user, and might
even be usable by users with minimal understanding of the item features [38]. Because of these
characteristics, critiquing has been extensively explored in the literature.

Studies have also shown that online navigation tools can significantly increase decision accu-
racy by helping users select and compare options that share trade-off properties [29]. System-
suggested critiquing is one such effort that pro-actively generates a set of knowledge-based cri-
tiques that users might accept as ways to improve the current recommendation. For example, the
FindMe system in [4] provides critique suggestions that are pre-designed and fixed within a user’s
whole interaction session, so they are unable to reflect the user’s changing needs and the status
of remaining available products. For system-suggested approaches, some people believe that com-
pound critiquing strategies potentially lead to higher accuracy with shorter dialog length [42];
others disagree [6]. Unlike system-suggested, user-initiated critiquing allows users to make self-
motivated critiques: users can post either unit or compound critiques over any combination of
features with freedom [28]. However, in user-initiated critiquing, a user remains unaware of avail-
able options and therefore it becomes difficult to express all of one’s constraints. Subsequently, it
was soon realized that the respective strengths of system-suggested and user-initiated critiquing
could well compensate each other and hybrid approaches were proposed [7, 8, 40]. The sizable
body of critiquing work is surveyed in [10]. There is additionally a small amount of work that
combines question-answering with critiquing, e.g., [36].
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In contrast to the previously surveyed critiquing work that used an explicit attribute-value rep-
resentation for structured item descriptions, other methods have explored less structured repre-
sentations. For example, Vig et al. [40] extend the critiquing idea to items whose descriptions are
(very large) sets of tags. More recently, a range of papers [18, 19, 24, 41] have proposed methods for
using critiquing feedback to modulate latent embeddings of user preferences in recommendation
systems, though all focused on synthetic validation of critiquing performance.

Despite the widespread use of critiquing in conversational recommendation, it is not without
its limitations [22]. Critiquing has primarily been utilized as a method for filtering candidates con-
sistent with user preferences (a type of contextual pre-filtering [27]). This usage can often lead to
a critiquing failure where the system is unable to retrieve any candidates consistent with the user
critiques [23]. Conflicting preferences and trade-offs are also quite common in critiquing such that
users either accept a partially satisfying item or must otherwise revise their preferences [29]. Most
past work on critiquing handle such conflicts and failures by helping users to revise their prefer-
ences, for example, through trade-off navigation [4], by maximally satisfying subsets of the stated
preferences through soft navigation [21], or by allowing the system to re-recommend items that
have already been suggested in the previous rounds of the dialog [23]. However, such techniques
either may not be extended to items with unstructured representations or they may not resolve
conflicts and failures as per the user’s taste. In order to help a user find the item of her interest
in an effective, efficient, and personalized manner, it is important for the system to identify the
feature values that cause failures and their replacements that are in line with the user’s tastes.

With the critiquing advances above, there have been a variety of user studies evaluating
how critiquing-based systems can increase users’ decision accuracy (e.g., [30]), save user effort
(e.g., [9, 20, 31, 34]), and improve users’ decision confidence (e.g., [28]). Furthermore, recent studies
examine the effect of personalization in conversational recommendations [35] and propose tech-
niques to better handle ambiguity in user preferences [13, 16]. Rhee and Choi [35] study the per-
suasion mechanism in product recommendation on voice-based interaction with a conversational
agent, which usually has no visual display. Specifically, they investigate whether the personalized
content reflecting the customer’s preferences and the agent‘s social role of a friend, rather than a
secretarial assistant, generate a more positive attitude toward the product. In [13], He et al. pro-
poses a novel memory network framework for conversational recommendation, which harnesses
dialog historical information for reducing the ambiguity during interactions and improving the
quality of conversational recommendation systems. However, to the best of our knowledge, there
is no formal study that discusses the effect or importance of the underlying recommendation sys-
tem (i.e., personalization) on the critiquing process, especially when the dialogs involve failures.
We address this gap in our user study.

3 EXPERIMENTAL SETTINGS

To answer the research questions mentioned in the introduction, we designed a web-based online
user study and compared two recommendation algorithms: one is non-personalized and another
one is personalized, in a between-subject trial. We describe settings of our experiments in the
following subsections.

3.1 Dataset

We used the Yelp open dataset1 from which we selected restaurants data and reviews of the
Greater Toronto Area (GTA). We selected this domain since most study participants would be
expected to have extensive experience selecting restaurants and because the context we provide

1https://www.yelp.com/dataset.
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(e.g., a surprise dinner with parents) should have a strong influence on intrinsic user preferences
as well as context-specific preferences (e.g., companion and occasion) to drive the conversational
interaction. We restricted ourselves to restaurants for which the following attributes are available:
price, cuisines, categories (e.g., cafes, tea rooms, and pubs), and neighborhood information. Thus,
the dataset comprises a total of 3,628 restaurants, 87,162 users, and 332,135 user-reviews. On aver-
age, a typical restaurant has 91 reviews, ranging from 3–2,834, which shows a very high variance
in the number of reviews. For each restaurant, we extracted the three most-frequent key-phrases
to be shown to the user during the experiment (see Figure 2). Additionally, in order to increase the
chances of familiarizing users with the cuisines and categories, we have selected the most frequent
ones. This resulted in a total of 112 cuisines and 37 categories to be used in our experiment.

3.2 Algorithms

In our experiments, we specifically compare two recommendation algorithms:

(1) a non-personalized recommender, which we call NP-Rec, that randomly selects n restaurants
consistent with the critiques to present to the user; and

(2) a kNN -based (personalized) recommender using cosine item-based similarity that selects the
top-n2 closest restaurants to the user profile that are consistent with the critiques.

The rationale for choosing these two systems is that NP-Rec relies solely on a user’s critiques
(without any further bias), whereas kNN is biased towards a user’s past preferences in addition
to filtering recommendations according to their critiques. Furthermore, we remark that NP-Rec

replicates existing faceted search interfaces that only show items consistent with critique (facet)
selections in different dimensions. In this sense, we would consider NP-Rec to be representative of
the non-personalized state-of-the-art interface that we intended to compare to in this work.

One can think of using a popularity-based recommender (which is also a non-personalized rec-
ommender) in place of NP-Rec; however, at a given dialog state, NP-Rec considers all consistent
candidates equally likely to be recommended whereas popularity-based recommendations are in-
fluenced by other users’ opinions (this adds an additional layer of filtering on top of user critiques).
Similarly, in the case of personalized recommendation, there are several more sophisticated mod-
els of recommendation; however, we chose kNN because we wanted this experiment to reveal the
effect of the small difference between the two systems on the critiquing process. We otherwise
tried to ensure that the two systems are as similar as possible.

3.3 Participants

We recruited participants online from our University. The majority of them were undergraduate
and postgraduate students. Participants in the study were shown an experiment privacy policy;
they were given the chance to opt-out or stop at any stage of the experiment. This experiment
was approved by our institution’s research ethics board (REB).3 We did not explicitly collect
demographic data, but it is most likely that they were predominantly young, Computer Science
or Engineering students. They were not rewarded for participation. In total, 289 people attempted
the user study in eight weeks. Of 289 users, 228 completed all parts of the trial with the system
they were assigned.

We also ensured the familiarity of our participants with the restaurants available in the sur-
rounding GTA. While signing up on the web-interface, each participant was asked to indicate her

2We chose n = 3 as manageable number for a user to look at each round of the dialog.
3University of Toronto REB-approved Ethics Protocol #00039634 titled “Evaluation of Conversational Recommender

Systems”.
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Fig. 1. Details of participants.

Table 1. List of Locations and Purposes that we used to Create Scenarios for our user Study

S.No. Locations at GTA Purpose of Restaurant Visit
1 Toronto Midtown (Yonge and Eglinton) A Birthday Lunch with Coworkers
2 North York (Yonge and Sheppard) A Brainstorming Lunch with your Boss
3 Thornhill (Yonge and Centre St.) A Formal Lunch with a Business Client
4 Markham (Highway 7 and McCowan) A Surprise Dinner with Parents
5 Scarborough (Ellesmere and McCowan) A Get-together Dinner with Close Friends
6 Toronto Downtown (Queen and Bay) A Celebration Dinner with Relatives including Children

level of familiarity with the restaurants in GTA and also her (pre-COVID-19) eat–out frequency.
Figure 1(a) shows that around 84% of users consider themselves to be slightly familiar to extremely

familiar, leaving only 16% who were not at all familiar. Similarly, Figure 1(b) indicates that over
90% users eat-out at least once a month, leaving ≈7% who visit restaurants a couple of times a year.

3.4 User Study Protocol

We recorded a compulsory 90 second instruction video to familiarize our participants with the
interface functionalities before they sign up. Also, on-screen instructions were given at every stage
of the study.

We adapted this protocol for critiquing from [32]. Each participant in our experiment was asked
to first create a profile by selecting 10 restaurants that she may like. The user profile captures a
user’s long-term preferences. Once the profile was created, we asked the participant to use the
recommender system (blindly assigned) to find a restaurant suitable for a specific fictitious sce-
nario, e.g., ‘driving near Toronto Downtown, Queen and Bay (core downtown near city hall and
the financial district), and would like to have a celebration dinner with relatives including chil-
dren’. A scenario in our experiment was a combination of a specific location in the GTA and a
purpose of visiting a restaurant. Overall, we chose six different GTA locations (such that for each
location there are nearly an equal number of restaurants available in our dataset) and six different
purposes (see Table 1). We randomly pick one of the six locations and one of the six purposes
to form a scenario. Each participant was randomly assigned such a combination as her scenario.
While assigning scenarios to the participants, we again make sure that their distribution remains
nearly the same among the participants of both systems.

Each user trial comprises a conversation of five rounds with the user randomly assigned to ei-
ther NP-Rec or kNN. As shown in Figure 2, the participant was shown three restaurants in each
round. Then she was asked to optionally adjust six preference criteria (price, cuisine wanted and
not wanted, category wanted and not wanted, and distance) to meet her preferences. For all but

ACM Transactions on the Web, Vol. 18, No. 4, Article 43. Publication date: October 2024.
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Fig. 2. A screenshot showing top-3 recommendations for the first round of conversation. User can provide

her preferences through unit (one-by-one) or compound (all-together) critiquing for price, cuisines that she

wants, cuisines that she does not want, categories that she wants, categories that she does not want, and distance.

By default distance is set as at most 1.5 km.

distance, there were drop-down lists with available options, a user could select one or more or none
of them. Preferences are applied disjunctively while dispreferences are applied conjunctively. Cri-
tiques were used to constrain the three restaurants recommended in the next round. If the system
found less than three matching preferences, an alert was shown to the participant to relax her
constraints.4 We require every participant to run the system for a full five rounds, so that the
dialog has a length of five, even if she sees a restaurant earlier that she thinks is ideal. The ad-
vantage of this is that every participant’s responses are based on the same number of restaurants
on the screen (except the dialogs with failures), which makes for fair comparisons. We think this
outweighs the possible disadvantage that, if a user has seen a ‘perfect’ item, she must neverthe-
less continue with the dialog, presumably receiving sub-optimal recommendations until she has
completed five rounds, which may negatively affect her opinion of the system.

After the fifth round, the screen displayed the entire conversation (ideally) containing 15
recommended restaurants. The participant was asked to select one of the 15 restaurants—the
one she thinks best suits to her scenario. Then she was asked a set of six survey questions
(see Section 4.4.2). Finally, the participant was shown a questionnaire to provide her qualitative
feedback on the overall experience.

3.5 Evaluation Measures

In addition to measuring user effort involved in the dialog and soliciting users’ subjective percep-
tions of their overall experience, we especially compute objective measures of the recommendation
algorithms’ behavior with respect to ‘beyond-accuracy’ measures: diversity, surprise, and novelty.

In each round, for each user u, we generate a list of top-n (= 3) recommendations, Ru . We
evaluate this list using the ‘beyond-accuracy’ measures stated above as an average of all users in
the online study (denotedUT ) using definitions given in Section 7 of [15]. We briefly describe these
metrics as follows.

Diversity. This measures the diversity of the recommendation list Ru as the average pairwise
distance among its elements. In content-based settings, we calculate the distance between two
items (i, j) as the complement of their Jaccard similarity computed on their features sim(Fi , Fj ).

1

|UT |
∑

u ∈UT

1

|Ru |( |Ru | − 1)

∑

i ∈Ru

∑

j ∈Ru \i
1 − sim(Fi , Fj ) (1)

4We describe alerts and critiquing failure in detail in Section 4.1.
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Surprise. This measures the surprise of a recommended item as the minimum distance between
the item and items in the user’s profile Pu . This is averaged over the recommended items i ∈ Ru .

1

|UT |
∑

u ∈UT

1

|Ru |
∑

i ∈Ru

min
j ∈Pu

1 − sim(Fi , Fj ) (2)

Novelty. This is based on the fraction of users in the dataset who rated the item i . The logarithm
is used to emphasize the novelty of the most rare items.

1

|UT |
∑

u ∈UT

1

noveltymax · |Ru |
∑

i ∈Ru

− log2

|u ∈ U, r (u, i ) � 0|
|U| (3)

Here noveltymax = − log2
1
|UT | is the maximum possible novelty value, which is used to normal-

ize the novelty score of each individual item into [0, 1].

4 EXPERIMENTAL EVALUATION

We now report and discuss the main results of our user study with the aim to understand the
impact of the recommender choice on various aspects of user behavior in critiquing-based CRSs
especially when dialogs involve critiquing failures. We assigned half the participants to the NP-Rec

recommender and the other half to the kNN. In total, 228 users completed all parts of the trial to
which they were assigned. This generated 1,140 rounds of user interaction data (each user interacts
with the system for five rounds) and the survey data for 228 users. We exploit this data to perform
the following analyses.

(1) Failure Analysis: We analyze and compare NP-Rec and kNN dialogs on the basis of the num-
ber of users who were affected with critiquing failures, type and severity of such failures,
distribution of failures over the dialogs, and at each round of the dialog.

(2) User Effort Analysis: We determine how much effort users of NP-Rec and kNN expend to
finish the dialog. We do this using the effort involved in critiquing, the total time-taken, and
the number of rounds needed to show the final choice to the user.

(3) Flow Analysis: This is a more fine-grained analysis of user behaviour over all five rounds of
the dialog. We represent through Sankey diagrams the flow of the dialog in response to the
user critiques. We also compare NP-Rec and kNN based on how users’ dialog states were
changed while interacting with the system to which they were assigned.

(4) Analysis of Recommendation Quality: At each round, the system returns the top-3 (or less in
case of failures) recommendations. We analyze diversity, surprise, and novelty trends over
the dialog rounds using the formulations that we described in Section 3.5. We also asked sur-
vey questions regarding the relevance and beyond-accuracy measures of the recommended
items. We analyze users’ survey response to see how it relates to the objective analysis.

(5) User Feedback Analysis: At the end of the trial, each participant provided her qualitative
feedback as a free-form text. We analyze such feedback to determine users’ sentiment for
the system they were assigned.

We discuss each of the above analyses in detail in the following subsections. It is noteworthy that
we test significance of difference for each aspect using a one-sided t-test, with p < 0.05, with null
hypothesis that NP-Rec needs less or equal effort to the kNN.

4.1 Failure Analysis

In our experiment, the system proposes three restaurants at each round of the dialog. The user
reviews recommended items and provide her feedback in the form of critiquing, i.e., by optionally
adjusting price, cuisine wanted and not wanted, category wanted and not wanted, and distance

ACM Transactions on the Web, Vol. 18, No. 4, Article 43. Publication date: October 2024.
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Fig. 3. Details on alerts.

to find the restaurant that fits to her scenario. The system takes the user’s feedback into account
to generate next round of recommendations. More specifically, the user’s preferences are applied
disjunctively while dispreferences are applied conjunctively to find the next round of candidates.

Let I be the set of all candidate items that can be recommended to the user. At any round of the
dialog r , user specifies her constraints in terms of her preferences C+r and her dispreferences C−r .
The set of consistent candidates for the dialog round r + 1 can be obtained as:

Ir+1 =
⋃

c ∈C+r

Ic −
⋂

c ‘∈C−r

Ic ‘ (4)

Here, Ic returns the set of candidates consistent with the constraint c .
At any given round (say r + 1), when the system is unable to retrieve any candidates consistent

with the user critiques (i.e., |Ir+1 | = 0), such a state of the dialog is known as Critiquing Failure [23].
In our experiments, we define critiquing failure as when the system returns 0 ≤ n < 3 matching
restaurants in response to user critiques (adapted from [23]). In these cases, it is visually apparent
to the user that no additional results are available and hence the current critiques have exhausted
available candidates. More specifically, in case of |Ir+1 | = 0, system cannot proceed to round r + 1
unless user relaxes her constraints, we call it a state of failure; while in the other two cases |Ir+1 | ∈
{1, 2}, though the system proceeds to the next round, it demands the user to relax her constraints,
otherwise it would generate failure in the subsequent round of the dialog (in this case, at round
r + 2). We refer these states as Alert1 (i.e., |Ir+1 | = 1) and Alert2 (i.e., |Ir+1 | = 2), respectively.
In these situations, users either accept a partially satisfying item or must otherwise revise their
preferences. Hence, the fewer the failures (and/or alerts), the better the dialog quality.

In Figure 3(a), we observe that overall 56.14% of NP-Rec users encountered failures; while, it is
50% for kNN. Most of the failures occur when the user has no item recommended, with fewer failure
cases where only one or two candidates were recommended. We find that 46.5% of NP-Rec users
encountered failures with no item recommended, in case of kNN it is just 35%. This difference is

ACM Transactions on the Web, Vol. 18, No. 4, Article 43. Publication date: October 2024.
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Fig. 4. Details on critiques.

statistically significant (p = 0.039). Figure 3(b) shows that nearly 80% of NP-Rec users encountered
alerts and failures repeatedly in the same dialog, in case of kNN it is just 63%. This difference is
again statistically significant (p = 0.022). There is clear evidence that NP-Rec and kNN lead to
a different number of failures in a trial (Figure 3)(c). When we break out failures per round in
Figure 3(d), there are clear failure trends. NP-Rec remains mostly unchanged, while kNN decreases
up to round three and then increases in round four. As we will see in the next subsections, most
kNN users find their item of interest by round three and then start exploring further in the search
of an even better option; they critique more, and hence, they encounter more failures. Here, we
observe that NP-Rec leads to significantly more failures, more dialogs with repeated failures, and
more round-wise failures.

4.2 User Effort Analysis

Now, we consider how much effort users expended to finish the five rounds of conversation. This
includes (a) the number of critiques users have applied during their interaction with the system
assigned; (b) the average task completion time; and (c) the average number of rounds needed in
order for the final choice to be shown. We detail each of these one-by-one as below.

Critiquing effort: In Figure 4(a), we observe that users apply more critiques when they encoun-
tered failures (a.k.a. Dialog with Alerts) irrespective of the systems they are assigned. In case of
dialog without failures, the number of critiques for NP-Rec is slightly higher than the kNN. When
we break it into round-wise analysis, for dialogs without alerts (Figure 4(b)), the number of cri-
tiques for NP-Rec decreases after round one and then remains nearly the same for the rest of the
dialog; however, in case of kNN, it decreases as dialog proceeds. In Figure 4(c), we observe that NP-

Rec shows similar trend as for dialogs without alerts except that the number of critiques are higher
in this case; while, for kNN, the number decreases up to round three and then increases in round
four. This is likely because most kNN users start exploring in round four. Notably, the number
of critiques when using the NP-Rec recommender is slightly higher compared to the kNN recom-
mender over all rounds—we conjecture that users apply less critiques with the kNN recommender
because it already implicitly captures many of their preferences. The difference of critiquing effort
between kNN and NP-Rec is not statistically significant (p = 0.28).

Time taken: Figures 5(a) and 5(b, c), respectively, show the overall time distribution of participants
to complete a trial and the time spent per round of each trial without and with alerts. Overall we
observe a distributional shift towards faster times for kNN users to complete a full trial (which is
statistically significant for the dialogs without alerts, p = 0.049) and all rounds of a trial vs. NP-Rec.
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Fig. 5. Details on time-taken.

Fig. 6. Details on final choice.

However, the difference between the time taken by the two systems is not much in case of dialogs
with alerts (see 5(c)). These results are generally consistent with the overall observations that NP-

Rec users are critiquing more, encountering more critiquing failures, and thus overall expending
more cognitive effort to express preferences as reflected in the time distributions.

Final choice: Figure 6(a) refers to the average number of rounds needed to reach the restaurant
in their final choice. It is 3.5 rounds for NP-Rec vs. 2.8 for kNN (which is statistically significant,
p = 0.003). It does not change with the dialog type: whether the dialog involves failure or not, it
remains approximately equal.

This is further reflected in Figure 6(b), where we show the distribution of users over rounds in
which they find their final choices. There is a clear distributional shift towards earlier rounds for
kNN users vs. NP-Rec. Around 45% of kNN users find their final choice in the first two rounds
of the trial, whereas over 54% of NP-Rec users find theirs in the last two rounds. However, such
differences are limited to dialogs without alerts; in case of dialogs with alerts, there is no clear
evidence of the difference in the rounds of the final choice.

Overall, we find that NP-Rec users apply more critiques when dialogs involve no failures, they
take significantly more time to finish the dialog, and find their item of interest in significantly later
rounds of the dialog.

4.3 Flow Analysis

To better understand the results of the previous subsection, we now wish to undertake a more
fine-grained analysis of the specific critiquing and user flow of NP-Rec and kNN users in our
experiment. To do this, we present Sankey diagrams in the following sections.
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Fig. 7. Sankey diagrams for critiquing flow analysis.

4.3.1 Critiquing Flow Analysis. In Figure 7 that shows the workflow of the six actions taken
by the participants during the four critiquing rounds of the trial (there were no critiques after
the fifth and final round). Specifically, users could change the price or distance options, specify a
cuisine wanted and not wanted, specify a category wanted and not wanted. In the diagrams, we
have added prefix to action names with ‘D-’ for (desired) wanted and with ‘U-’ for (undesired)
unwanted; similarly, we have also added suffix ‘(+)’ to denote that the user has added more options
to the associated critique feature and ‘(-)’ for removing existing ones. It is noteworthy that in
general adding options to unwanted cuisines and categories constrains a query; while, increasing
the range of price and distance, and adding options to wanted cuisines and categories relaxes
user’s query for the next round. At any given round, when the user does not make any changes in
the constraints, we show it as No Action. Furthermore, as a result of the critique, the user could
end up in a state of critiquing failure or non-failure. The fraction of time each type of critique
(in conjunction with all other critiques made in the same round) led to a failure or non-failure
state is shown as the width of the flow. At each round, loops from action nodes to the state of
failure indicates that on applying such constraints, users moved back to the state of failure of that
round.

Overall, starting in the beginning of Round-1 with three initial recommendations (by definition
in a non-failure state), we observe the following notable behaviors.
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Table 2. Round-wise Count of Constraints for NP-Rec and kNN Dialogs

Category
Node / Round-1 Round-2 Round-3 Round-4

Constraint Name NP-Rec kNN NP-Rec kNN NP-Rec kNN NP-Rec kNN
No Failure 293 277 130 138 126 115 106 107

Overall Failure 25 24 46 37 43 37 47 49
Constraint Count Alert1 0 0 19 9 16 13 9 12

Alert2 0 0 7 7 8 10 13 12
Price(+) 72 73 22 27 21 17 18 8
Price(-) 2 2 2 3 2 4 7 7
D-Cus(+) 59 51 30 35 24 23 18 21
D-Cus(-) 3 2 7 3 8 6 6 11
U-Cus(+) 38 35 32 18 32 20 15 18

Individual U-Cus(-) 2 1 4 1 4 1 1 2
Constraint D-Cat(+) 35 31 22 14 15 18 19 23

Count D-Cat(-) 3 3 4 2 6 4 8 3
U-Cat(+) 46 31 19 20 16 20 11 10
U-Cat(-) 3 0 8 1 4 1 3 1
Dist(+) 39 45 24 28 25 22 21 22
Dist(-) 10 14 4 9 13 5 10 13

No Action 6 13 24 30 23 34 40 41

(1) For both the NP-Rec and kNN recommenders, we observe that the number of critiquing
actions (the cumulative height of bars in each round) clearly decreases over trials. Table 2
shows that NP-Rec users exactly take 293 actions in total in Round-1 and they end up with
106 critiques actions in Round-4; in case of kNN, users apply 277 critiques in Round-1 and
end up with 107 actions in Round-4.

(2) Looking at the individual constraints, we find that for both the recommenders, most users
take ‘(+)’ actions (i.e., add more options) on their preference criteria than to the ‘(-)’ ones.
Also, we see that as dialog proceeds, users prefer to apply No Action and keep their
constraints unchanged.

(3) Regardless of the recommender, users clearly have a strong preference to initially critique
price and cuisine vs. other critiquing options.

(4) As observed in the previous analysis, NP-Rec users have nearly the same number of
critiquing failures in all rounds while kNN users have fewer initial round failures and
relatively more failures in round-4. When we look at the exact number of critique actions
taken on the failure state of each round (in Table 2), we find that for NP-Rec, it goes up
from 25 in round-1 to 46 in round-2 and then remains nearly the same; while for kNN,
it increases between round-1 and round-2 and then again between round-3 and round-4.
We observe that at round-4, kNN users again change their preferences for cuisines (e.g.,
D-Cus(+), D-Cus(-)), distance (e.g., Dist(+), Dist(-), and category (e.g., D-Cat(+) among others,
which indicates that they want to explore in order to find even better option.

(5) We can see especially in rounds 1–3 that the most likely actions to escape a failure state
were to increase the price range, to increase the number of cuisine options, and to increase
the distance.

(6) We observe that kNN users make fewer negative cuisine critiques in rounds 2–3, potentially
indicating that the kNN recommender better captured their cuisine dislikes without
requiring explicit critiques. For example, NP-Rec users consistently tell the system what
they do not want (e.g., U-Cus(+), U-Cat(+)); while for kNN users, it is about the distance
(i.e., Dist(+). This is clearly visible in the individual counts part of the Table 2.
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Fig. 8. Sankey diagrams for user flow analysis.

4.3.2 User Flow Analysis. Figure 8 that shows the transition of participants among various dia-
log states over the five rounds of the conversation. A transition occurs as a result of actions taken
during the four critiquing rounds of the trial that we described in the last subsection. A user can
be in one of the four dialog states: Failure, No Failure, Alert(1), and Alert(2). At Round-1, there are
no Alert(1) and Alert(2); similarly, at Round-5, there are no state of Failure. All other rounds have
all the four dialog states.

At the beginning of round-1, 114 users start the flow from Non Failure state of the dialog. The
width of the flow is in proportion to the number of users moving from its source to its target.
However, the exact values of the number of users transitioning between the source and target are
shown in Table 3. Loops on the Failure states indicate that the critique actions taken by the users
results in the repeated failures.

Overall, starting in the beginning of round 1 with three initial recommendations (by definition
in a non-failure state), we observe the following notable behaviors.

(1) For both the NP-Rec and kNN recommenders, we observe that as dialog proceeds, the number
of users transitioning between the No Failure state of the current and the next rounds are
decreasing. Specifically, for the first two rounds, more kNN users directly transit from and
to the No Failure state than those of NP-Rec; while, the number remains nearly the same for
the last two rounds of the dialog.

(2) As observed in previous analyses, for both the NP-Rec and kNN recommenders, less number
of users encounter with Alert(1) and Alert(2) states than those who face Failure. The numbers
are slightly less in initial rounds for kNN users while high or equal for the last round.

(3) Looking at the loops, we can clearly see that more NP-Rec users stuck in Failure loops for
rounds 2 and 3 than the kNN users. For the last round, this becomes equal. It is evident from
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Table 3. System-wise and Round-wise Number of users Moving from Source to Target

as a Result of their Critiquing

Round Source / Target

Same Round Next Round

Failure No Failure Alert1 Alert2

NP-Rec kNN NP-Rec kNN NP-Rec kNN NP-Rec kNN

1

No Failure 11 11 88 93 10 7 8 3
Failure 4 4 8 8 2 2 1 1
Alert1 0 0 0 0 0 0 0 0
Alert2 0 0 0 0 0 0 0 0

2

No Failure 7 8 78 85 10 5 3 3
Failure 13 8 11 11 2 3 4 3
Alert1 6 5 6 0 0 2 2 2
Alert2 4 4 2 0 0 0 0 0

3

No Failure 6 7 79 78 5 4 5 7
Failure 10 7 11 9 2 3 3 3
Alert1 6 2 5 5 0 3 0 0
Alert2 4 6 3 2 0 0 0 0

4

No Failure 14 9 74 74 7 5 3 6
Failure 12 12 16 16 5 5 4 1
Alert1 5 5 2 3 0 1 1 1
Alert2 6 8 3 2 0 0 0 0

our previous analysis that most kNN users found their item of interest by round-3 and they
apply critiques in round-4 to further explore the catalog.

4.4 Analysis of Recommendation Quality

As stated earlier, our first aim is to understand the overall aggregate impact of returning a NP-Rec

item consistent with current critiques vs. recommending top-ranked items consistent with current
critiques according to a standard kNN recommender [17]. For this analysis, we present a variety
of aspects of recommendation quality that we measured objectively and subjectively from users’
interaction data and survey responses.

4.4.1 Objective Analysis. We use evaluation measures mentioned in Section 3.5 to specifically
measure diversity, surprise, and novelty objectively for each of the five rounds of recommendations
to see how these quantities vary over the dialog rounds on average over all users.

— Diversity: Figure 9 shows trends of diversity over dialog rounds. First, we observe from
Figure 9(a) that diversity on average for NP-Rec users decreases up to round three, increases
for round four, and again decreases for the last round. However, these fluctuations are
minor. In case of kNN, diversity decreases up to round two and then remains unchanged for
the rest of the dialog. When we split the dialogs into without (Figure 9(b)) and with alerts
(Figure 9(c)), we see that diversity of dialogs without alerts remains nearly same over dialog
rounds for both the systems; while dialogs with alerts show the similar trends to all dialogs
for NP-Rec and kNN. It reflects that the variations are due to the alerts and most likely show
such a pattern due to the critiquing pattern that we described earlier in Section 4.2.

— Surprise: In Figure 10(a), (b), (c), we observe that surprise remains somewhat unchanged
over the dialog rounds regardless of the change of recommendation algorithm and the type
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Fig. 9. Details on diversity trends over dialog rounds.

Fig. 10. Details on surprise trends over dialog rounds.

Fig. 11. Details on novelty trends over dialog rounds.

of the dialog. This indicates that the users apply critiques in such a way that they do not let
the system recommend items that are much different from their usual tastes.

— Novelty: Figures 11(b), (c) show that novelty of NP-Rec recommendations slightly decreases
up to round two and remains nearly the same; for dialog; in case of kNN, for dialogs without
alerts, novelty clearly increases as the dialog proceeds; while, for dialogs with alerts, it
incrases up to round three and then remains the same for rest of the dialog.

4.4.2 Subjective Analysis. As stated before, we adopted a between-subjects trial: users interact
with only one recommendation system to which they were assigned. For half the users, recom-
mendations came from NP-Rec; for the other half of the users, they were from kNN. Users were
completely unaware of the recommendation algorithm to which they were assigned.

As a user finishes her five rounds of interaction, we ask the user to select one of the 15 restaurants
(ideally, with no failures), the one that she thinks the most appropriate to the scenario she was
given. Then we ask her to answer the following questions:

ACM Transactions on the Web, Vol. 18, No. 4, Article 43. Publication date: October 2024.



User Experience and the Role of Personalization 43:17

Fig. 12. Users’ Responses to Survey Questions.

— Relevance: How much do you think the <selected restaurant name> is appropriate to the
<scenario>?

— Serendipity: Is <selected restaurant name> a pleasantly surprising recommendation?
— Unexpectedness: Is <selected restaurant name> different from your usual preferences?
— Diversity: Did you feel there was enough variety in the recommendations at each cycle?
— Effectiveness: On the whole, did the recommendations improve over the course of the

interaction?
— Satisfaction: Would you be interested in using this system for finding restaurants in the

future?

Their answers were on a 5-point: Not at all, Slightly, Somewhat, Moderately, Extremely. Two
hundred twenty-eight participants completed the survey, 114 per system. Figure 12 summarizes
users’ responses for both the systems separately through heatmap plots.

— Relevance question: 78% of participants found NP-Rec recommendations to be moderately

or extremely relevant, 11% found recommendations to be somewhat relevant, leaving 11%
finding NP-Rec recommendations to be slightly or not at all relevant; in case of kNN, 85%
of participants found recommendations to be moderately or extremely relevant, 11% found
recommendations to be somewhat relevant, leaving 4% finding kNN recommendations to be
slightly or not at all relevant.

— Serendipity question: 52% of participants found NP-Rec recommendations to be moderately

or extremely pleasantly surprising, 22% found recommendations to be somewhat pleasantly,
leaving 26% finding NP-Rec recommendations to be slightly or not at all pleasantly surprising;
in case of kNN, 49% of participants found recommendations to be moderately or extremely

pleasantly surprising, 24% found recommendations to be somewhat surprising, leaving 27%
finding kNN recommendations to be slightly or not at all pleasantly surprising.

— Unexpectedness question: 55% of participants found NP-Rec recommendations to be moder-

ately or extremely unexpected, 16% found recommendations to be somewhat unexpected,
leaving 49% finding NP-Rec recommendations to be slightly or not at all unexpected; in case
of kNN, 20% of participants found recommendations to be moderately or extremely unex-
pected, 19% found recommendations to be somewhat unexpected, leaving 60% finding kNN

recommendations to be slightly or not at all unexpected.
— Diversity question: 53% of participants found NP-Rec recommendations to be moderately

or extremely diverse, 27% found recommendations to be somewhat diverse, leaving 20%
finding NP-Rec recommendations to be slightly or not at all diverse; in case of kNN, 53%
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Table 4. Summary of Annotations to Survey Responses

kNN Recommender NP − Rec Recommender

Category Annotator–1 Annotator–2 kappa Annotator–1 Annotator–2 kappa

+ve −ve na +ve −ve na score +ve −ve na +ve −ve na score
Relevance of final choice 80 3 27 87 6 17 0.646 64 10 36 68 11 31 0.747
Consistency of constraints 17 8 85 22 7 81 0.885 9 11 90 11 14 85 0.790
Ease of use 20 11 79 21 11 78 0.918 14 6 89 16 5 89 0.857
Size of Cuisine & Category lists 13 16 81 10 18 84 0.843 9 23 78 3 25 82 0.741
Experience with failure alerts 0 8 102 0 8 102 0.865 0 11 99 0 11 99 1.000

of participants found recommendations to be moderately or extremely diverse, 24% found
recommendations to be somewhat diverse, leaving 23% finding kNN recommendations to
be slightly or not at all unexpected.

— Effectiveness question: 50% of participants found NP-Rec recommendations were moderately

or extremely improved over the course of the dialog, 26% found recommendations were
somewhat improved, leaving 24% finding NP-Rec recommendations were slightly or not at all

improved; in case of kNN, 51% of participants found recommendations were moderately or ex-

tremely improved over the course of the dialog, 25% found recommendations were somewhat

improved, leaving 24% finding kNN recommendations were slightly or not at all improved.
— Satisfaction question: 59% of participants found NP-Rec system that they would be mod-

erately or extremely interested for using in the future, 19% participants were somewhat

interested, leaving 22% finding NP-Rec system that they would be slightly or not at all

interested in future use; in case of kNN, 68% of participants found the system that they
would be moderately or extremely interested for using in the future, 18% participants were
somewhat interested, leaving 14% finding kNN system that they would be slightly or not at

all interested in future use.

On all but one criteria, kNN produced better recommendations. However, the difference was statis-
tically significant only for the Relevance and Satisfaction questions. On the contrary, NP-Rec users
found their final choices to be statistically significantly more unexpected than kNN. (We used a
one-sided Z -test for proportions, with significance level p < 0.05. The null hypothesis was that
those preferring NP-Rec are greater than or equal to those preferring kNN, ignoring those who
were neutral i.e., who answered Somewhat.)

4.5 User Feedback Analysis

At the end of the trial, we asked each participant to provide qualitative feedback based on their
experience with the system to which they were assigned. Out of 228 users who finished all rounds
of conversation, 220 provided their feedback.

To annotate user feedback, we first separated user comments for each of the two systems (total-
ing 110 comments per system), then classified along five different categories as shown in Table 4.
We then asked two annotators to separately annotate the same user comments for the two systems,
labeling each user comment as either positive (+ve) or negative (-ve) or neutral (na) based on the
user’s sentiment towards the category. If a user comment does not apply to a category, it is con-
sidered as neutral for that category. In Table 4, we also show Cohen′s kappa score for all categories
and systems indicating substantial to near perfect inter-annotator agreement in each case.

We observe that:

— more kNN users find their final choice suitable to the scenario that was assigned to them
than the NP-Rec users.
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— more kNN users find recommendations to be more consistent with their critiques than the
NP-Rec users,

— more kNN users find the system easy to use than the NP-Rec users,
— users were easily annoyed with the overwhelming size of cuisine and category lists—they

have to find their preferred cuisines and categories from long lists,
— users disliked when they encounter failures repeatedly—they consider such failures as the

system forcing them to compromise with their preferences.

We can see that more NP-Rec users complained about the last two cases than kNN users.

5 CONCLUSION

In this article, we have undertaken a user study to evaluate the impact of recommender system
choice (personalized via kNN vs. non-personalized via NP-Rec) on user critiquing behavior in a
conversational recommender system, especially when dialog involves critiquing failures. While
it should not be surprising that personalization reduces user critiquing burden, what we did find
surprising is just how marked these performance differences were across a variety of analyses:

(1) Failure Analysis: Participants using a kNN recommender encountered significantly less num-
ber of failures (i.e., |Ir+1 | = 0). The number of participants who faced repeated failures were
also statistically significantly less than those who were assigned to NP-Rec.

(2) User Effort Analysis: Participants using a kNN recommender critiqued less, finished faster,
and found their final choice earlier. The results were statistically significant for the time-
taken to finish the trial and the number of rounds needed to show the final choice to them.

(3) Flow Analysis: Participants using a kNN recommender spent less time making explicit cri-
tiques that were already implicitly captured by the recommender system. There were fewer
participants stuck in failure loops and those who encountered repeated failures were able to
“escape” in less number of attempts of taking critique actions.

(4) Analysis of Recommendation Quality: Participants using a kNN recommender found their rec-
ommendations to be more relevant, less unexpected, and still competent for diversity and
surprise than those of NP-Rec. Overall, kNN users found greater improvement in recommen-
dations on applying critiques over the rounds of dialogs and were more satisfied than the
users of NP-Rec.

(5) User Feedback Analysis: Finally, analysing qualitative feedback for both systems show that
more participants using a kNN recommender found their recommendations to be consistent
with their critiques, suitable to their scenario, and the system easy to use (in comparison to
those assigned to NP-Rec).

This empirically supports our key claim, which we believe to be under-emphasized in the exist-
ing literature, that the choice of recommendation system in a critiquing-based conversational rec-
ommender is critically important for the best overall user experience as outlined in (1)–(5) above.

We observed that critiquing failures and an overwhelming number of options for critiquing
annoy users and force them to compromise with their preferences. In the future, we plan to
leverage the recommender to preempt or suggest ways to recover from critiquing failures. We
also want to explore additional objective measures that may predict the subjective characteristics
we describe here.

Although, we observed promising results, they are currently limited to a single domain and
task. They are also limited to single configurations of each of the tested algorithms; alternative
settings may result in somewhat different performance. Further experiments in other domains
can examine the objective and subjective characteristics. We have studied to see whether their
relationships hold across domains and recommendation tasks.
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Overall, the results of our user study highlight an imperative for further research on the inte-
gration of the two complementary components: personalization and critiquing, to achieve the best
overall user experience in future critiquing-based CRSs. Further afield, it is not hard to imagine
that these two components may be combined with a third component of large language models
such as OpenAI’s ChatGPT [25] or Google’s PaLM [11] to facilitate personalized critiquing-based
recommendation interactions through expressive natural language interfaces.
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