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Abstract
For the sentence-level sentiment classification task, learning Con-
trastive Discourse Relations (CDRs) like a-but-b is difficult for Deep
Neural Networks (DNNs) via purely data-driven training. Several
methods exist in the literature for dissemination of CDR infor-
mation with DNNs, but there is no dedicated dataset available to
effectively test their dissemination performance. In this paper, we
propose a new large-scale dataset for this purpose called Covid19-
twitter, which contains around 100k tweets symmetrically divided
into various categories. Instead of manual annotation, we used a
combination of an Emoji analysis and a lexicon-based tool called
Valence Aware Dictionary and sEntiment Reasoner (VADER) to
perform automatic labelling of the tweets, while also ensuring high
accuracy of the annotation process through some quality checks.
We also provide benchmark performances of several baselines on
our dataset for both the sentiment classification and CDR dissemina-
tion tasks. We believe that this dataset will be valuable for discourse
analysis research in sentiment classification.
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1 Introduction
Deep Neural Networks (DNNs) are trained in a purely data-driven
manner (i.e., no other external supervision is given) based upon a
gradient-based optimisation algorithm [3, 19]. This type of training
is often insufficient to learn some complex and desirable patterns in
input data [27, 38]. For example, for the sentence-level sentiment
classification task, it is challenging for DNNs to capture complex-
linguistic patterns called Contrastive Discourse Relations (CDRs) [26]
like a-but-b (refer Sub-section 2.1) via purely data-driven train-
ing [12, 17, 20].

To counter this drawback, a group of methods called Informed
Machine Learning (IML) [6, 9, 42] have been proposed, which pro-
vides external supervision to the DNN as some prior knowledge [21]
about the task during training. For the task of learning CDRs like a-
but-b, several IML methods have been proposed [12, 17, 20], which
model such relations as logic rules and include the information
about dominant conjunct (“b” conjunct) with the DNN (also called
CDR dissemination).

These IML methods are often evaluated on some existing gen-
eral sentiment analysis datasets, like Stanford Sentiment Tree-
bank (SST) [37], Movie Reviews (MR) [29] and Customer Reviews
(CR) [16], which i) do not contain sentences with CDRs in large
quantities, ii) the distribution of such sentences is skewed compared
to regular sentences, and iii) identification of sentences containing
a CDR is often confused with sentences just containing a CDR-
syntactic structure (conjuncts do not contain contrastive sentiment-
polarities). Moreover, the evaluation is usually limited to testing
their sentiment classification accuracy, which is not correlated with
their CDR dissemination performance [13]. Hence, these factors
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tend to make their analysis of CDR dissemination biased, and thus
inaccurate.

In this paper, we propose Covid19-twitter, a large-scale dataset
specifically designed to test the CDR dissemination performance
of IML methods. It contains around 100k tweets symmetrically
divided into various categories, which are specifically designed to
test the CDR dissemination performance of IMLmethods effectively.
Instead of manual annotation, we used a combination of Emoji
analysis [36, 44] and a lexicon-based sentiment analysis tool called
Valence Aware Dictionary and sEntiment Reasoner (VADER) [18] to
perform automatic labelling of the tweets, while also ensuring high
accuracy of the annotation process through some quality checks
(for example, a label consistency check between VADER and Emoji
analysis). Specific contributions of this paper are:

(1) A large-scale dedicated dataset specifically designed to test
the CDR dissemination performance of IML methods for
sentence-level sentiment classification.

(2) A rule-based approach to provide automatic labels for the
data points instead of manual annotation to construct such
a dataset.

(3) A comprehensive benchmark evaluation of several sentiment
classifiers on the dataset for both sentiment classification
and CDR dissemination tasks.

2 Dataset
In this section, we detail the Covid19-twitter1 dataset starting from
the inception of CDRs, construction, final distribution, and compar-
ison against the existing datasets in the literature.

2.1 Contrastive Discourse Relations
Sentence-level sentiment classification is the task of determining
the sentiment polarity of a sentence by classifying it, often as Posi-
tive, Negative, or Neutral. One important challenge in this regard is
to model discourse relations between different segments (phrases
or clauses) in a sentence and identify which segment will determine
the sentence sentiment [26, 39].

Previous studies [17, 20] have shown that Contrastive Dis-
course Relations (CDRs) are hard to capture by DNNs like CNNs
or RNNs for sentence-level sentiment classification. As per Mukher-
jee and Bhattacharyya [26], they introduce a sense of opposition
between two ideas, which can confuse the DNN model to predict
the correct sentiment, if it does not have a mechanism to learn and
incorporate these structures. Thus, they need to be learned by the
model while determining the overall sentence sentiment.

A sentence with a CDR has a syntactic structure like a-keyword-b
where the conjuncts - 0 and 1 - are connected through a discourse
marker (keyword) and have contrastive sentiment polarities [31]. In
such case, the sentence-sentiment is determined as per the domi-
nant conjunct [26], since using the opposing sentiment information
in both conjuncts will confuse the DNN to provide the correct
sentence-sentiment prediction [22, 26, 39, 45]. These relations can
be further classified into (i) ��'�>; , where the dominant clause is
following (b conjunct), or (ii) ��'%A4E , where the dominant clause
is preceding (a conjunct). Table 1 provides a list of CDRs used in
our dataset.
1The dataset is available at: https://github.com/shashgpt/Covid19-twitter

Table 1: List of CDRs used in our dataset.
CDR Keyword Dominant conjunct Sentence

0 − but − 1 1DC 1 (��'�>; ) [26] The movie is good but
the casting is terrible

0 − yet − 1 ~4C 1 (��'�>; ) [26] Even though we can’t travel yet
we can enjoy each other and what we have

0 − though − 1 Cℎ>D6ℎ 0 (��'%A4E ) [26] You are having an amazing time though
we are having this awful pandemic

0 −while − 1 Fℎ8;4 0 (��'%A4E ) [1] Stupid people are not social distancing while
there’s a global pandemic

2.2 Dataset Construction
2.2.1 Corpus Creation. To construct a high-quality dataset con-
taining numerous distributions of various CDRs, we created a cor-
pus of about eight-hundred million tweets on the COVID-19 topic.
This was done by taking the tweet-IDs of such tweets from another
large-scale Twitter-based dataset [23], and crawling the correspond-
ing tweets from Twitter platform using API services2.

2.2.2 Preprocessing. After creating the corpus, raw tweets were
processed using a tweet pre-processor for sentiment analysis3,
which removed unwanted contents like #hashtags, URLs, @men-
tions and reserved keywords (like RT) to extract text part of tweets.
Sentiment-sensitive information like “Emojis” and “Smileys” is ex-
tracted and preserved instead of being discarded, which is used for
assigning sentiment labels. For example, a raw-tweet like “RT @tin-
uade01: This is highly disgusting and disturbing, why won’t there
be coronavirus https://t.co/YJ3WKP1brB #hope #corona” is
processed as “This is highly disgusting and disturbing, why won’t
there be coronavirus”. We only processed English tweets containing
28 or more characters to get the average-length tweets.

2.2.3 Assigning Sentiment Label. Instead of manual annota-
tion of the pre-processed tweets, whose numbers were in millions,
we decided to explore alternative weakly supervised methods to
perform automatic annotation. Digital pictograms like Emoticons
associate a strong correlation with sentiment polarity of the sen-
tence [14, 44] and hence, we designed an Emoji analysis method to
assign sentiment labels to the pre-processed tweets. For each tweet,
we check: i) whether it contains an emoji using an automatic emoji
identification tool4, ii) whether all emojis are present at the end of
the tweet to make sure the tweet contains complete text5, and iii)
whether at least one emoji is present in the EmoTag1200 table [36]
which associates 8 types of positive and negative emotions scores
with an emoji - anger, anticipation, disgust, fear, joy, sadness, sur-
prise, and trust. The emotion scores in the EmoTag1200 table [36]
were assigned by human annotators, which convey to what extent
they feel that an emoji is associated with a particular emotion. If
the tweet passes all the checks, we calculate the sum of all emotion
scores for each emoji present and get an Aggregate Emotion Score.
This score is compared against emotion score thresholds for pos-
itive and negative polarities, which we found dynamically based
on the dataset. These thresholds, 2.83 and -2.83, are such that they
correspond to one standard deviation of aggregate emotion scores
for a random sample of one million tweets. As a further consis-
tency check, we used a lexicon-based sentiment analysis tool called

2Twitter developer tools: https://developer.twitter.com/en
3Tweet pre-processing tool: https://pypi.org/project/tweet-preprocessor/
4The emoji extraction tool is available at: https://advertools.readthedocs.io/en/master/
5This is to exclude tweets such as ”I ♥NYC” as they are semantically incorrect.
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Valence Aware Dictionary and sEntiment Reasoner(VADER) [18]
to calculate the sentiment of the tweet and compared it with the
sentiment label assigned by the emoji method. VADER is specifi-
cally attuned to sentiments expressed in social media [18], and has
been shown to provide better performance than other lexicon-based
sentiment analysers [2] and human raters as well [18]. We only
kept those tweets in our dataset for which both VADER and emoji
analysis assigns the same sentiment class.

2.2.4 Assigning Rule Label. For each tweet that has been suc-
cessfully assigned a sentiment label, we perform a conjunction analy-
sis and identify if it contains a CDR-syntactic structure (a-keyword-b
structure), listed in Table 1. The conjunction analysis involves i)
identifying whether the tweet contains the keyword, ii) whether
the keyword is not present at the end or beginning of the tweet (to
make sure a and b conjuncts contain at least one word), and iii)
the count of keyword in the sentence is just one (to avoid nested
structures like a-keyword-b-keyword-c). If the tweet passes these
checks, it is assigned the a-keyword-b rule label (a-but-b label for if
the keyword is but) otherwise it is labelled as No-rule. Note that
we only consider tweets that contain at most one structure (i.e., no
multiple nested structures like a-but-b-yet-c).

2.2.5 Assigning Contrast Label. Rule labels for tweets denote
whether they contain a CDR-syntactic structure, as listed in Table 1.
To assign the CDR label to such tweets, a further check is neces-
sary which determines whether the conjuncts contain contrastive
sentiment polarities. Hence, we provide another binary label called
Contrast, which takes the value as the result of this check. We again
use the VADER tool and determine the sentiment polarity of each
conjunct to compare whether they are similar or opposite. The for-
mer indicates no CDR but just the syntactic structure and is labelled
as “No-Contrast” while the latter indicates a CDR and is labelled as
“Contrast”. Thus, collectively with the Rule label, the Contrast label
determines whether the tweet contains a CDR or not.

2.3 Dataset Distribution
After processing the corpus and assigning all the labels, we obtain
the final distribution as shown in Figure 1a. The dataset contains a
total of 109,919 tweets, which are divided into multiple categories,
each corresponding to a layer as depicted in Figure 1a. The first
(most inner) layer denotes the tweets containing negative and posi-
tive sentiment polarities, accounting for about 60% and 40% of the
dataset respectively. In the second layer, Rule denotes tweets with
at most one syntactic structure corresponding to a CDR as outlined
in Table 1, additionally No-rule refers to tweets with no syntactic
structures. In the last layer, Rule subsets are further divided into
Contrast and No-contrast categories. The Contrast contains tweets
with CDRs and the No-contrast subset comprises tweets with no
CDRs but just the corresponding syntactic structures where con-
juncts do not exhibit contrastive sentiment polarities.

As can be seen in the Figure 1a, our dataset contains all tweets
almost symmetrically divided into various classes, which means
all classes are balanced, and the classifier can be trained without
incurring any potential bias towards one class. In Table 1b, we
provide distributions of individual CDRs listed in Table 1 in our
dataset.

The movie is good but casting is bad

John is good at maths but he is best in Physics

Titanic is a good movie

(a) Distribution of all categories in Covid19-twitter dataset.

Rules Positive Positive Negative Negative
Contrast No-contrast Contrast No-contrast

0 − but − 1 9135 7091 17665 9002
0 − yet − 1 490 441 1072 761

0 − though − 1 962 443 625 268
0 − while − 1 1509 814 1949 1057

(b) Individual CDR distributions in the dataset.

Figure 1: Overall distribution of Covid19-twitter dataset.

2.4 Comparison with Existing Datasets
The most prominent sentence-level sentiment analysis datasets are
Stanford Sentiment Treebank (SST) [37], Movie Reviews (MR) [29]
and Customer Reviews (CR) [16] which contain 11,855, 10,662
and 3,775 sentences respectively. Compared to these numbers, our
dataset contains around 100k data points. Other popular datasets
like IMDb [25] and Amazon Reviews [5] contain big paragraphs
instead of short texts and hence, cannot be used for evaluation
on CDR dissemination task. A Twitter-based dataset called Sen-
timent140 [10] is closest to ours which was also automatically
annotated based on emoji analysis, but we perform a sentiment
consistency check with VADER which ensures the high accuracy of
labels assigned. TweetsCOV19 [8] is another Twitter-based dataset
consisting of tweets on the COVID-19 topic.Their work also utilised
a lexicon-based sentiment analysis tool called SentiStrength [40]
for annotation and consists of about eight million tweets. Instead,
in our work, we use the VADER sentiment analysis tool, which is
more accurate and recent than SentiStrength [2, 33]. Moreover, our
dataset contains a meticulously designed symmetric distribution
of tweets between various discourse relations to effectively test
the knowledge transfer performance of IML methods. Overall, to
the best of our knowledge, Covid19-twitter is the first large-scale
dataset specifically designed for testing the CDR dissemination per-
formance of sentiment classifiers on the sentence-level sentiment
classification task.
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Table 2: Sentiment accuracy results.

Rule subset
Sentiment Classifiers MLP CNN GRU BiGRU LSTM BiLSTM Transformer

Flat Classifiers 0.836 0.892 0.845 0.871 0.867 0.872 0.889
Baseline Classifiers
BERTweet [28] 0.96 0.959 0.963 0.959 0.959 0.962 0.957
GPT-2 [32] 0.962 0.967 0.965 0.965 0.969 0.966 0.961
XLNet [43] 0.969 0.973 0.968 0.967 0.967 0.971 0.969

RoBERTa [24] 0.972 0.974 0.97 0.972 0.974 0.971 0.975
DistilBERT [35] 0.968 0.972 0.969 0.969 0.967 0.967 0.962

Table 3: PERCY scores results.

Rule subset
Sentiment Classifiers MLP CNN GRU BiGRU LSTM BiLSTM Transformer

Flat Classifiers 0.025 0.07 0.039 0.07 0.065 0.07 0.058
Baseline Classifiers
BERTweet [28] 0.11 0.111 0.108 0.109 0.11 0.109 0.109
GPT-2 [32] 0.104 0.101 0.098 0.094 0.096 0.097 0.099
XLNet [43] 0.109 0.101 0.111 0.113 0.115 0.113 0.114

RoBERTa [24] 0.118 0.111 0.112 0.11 0.111 0.112 0.108
DistilBERT [35] 0.122 0.12 0.111 0.119 0.113 0.123 0.138

Table 4: An example of 0 − 1DC − 1 CDR sentence, where the
predicted sentiment was correct, but the decision was based
on the a conjunct.

Sentences Ground truth sentiment
absolutely right sad sad loss but the gentleman Negative

died of pneumonia another statistic for the covid regime its a joke

3 Benchmark Results
3.1 Setup
3.1.1 Sentiment Classifiers. Firstly, we construct seven DNN
models - MLP, CNN, GRU, BiGRU, LSTM, BiLSTM, and Transformer
- as flat classifiers to get a measure of performances of simple DNN
models on our dataset. This is to test how well such models can
identify CDRs and base the sentiment decision as per the domi-
nant conjunct. Each of these DNN models is implemented in their
simplest possible architecture, that is, each model contains only
one hidden layer. For the Transformer model [41], we modify it to
perform text classification instead of neural machine translation by
removing the decoder block and using the output of the encoder
block to perform text classification via a sigmoid layer.

Krishna et al. [20] discovered that constructing contextual word
embeddings [30] from input sentences and fine-tuning them on
the downstream task, can inherently capture complex linguistic
structures like CDRs in sentences. To test if using such word em-
beddings can help the DNN models in better capturing CDRs, we
utilise several Pre-trained Language Models (PLMs) like BERT [7],
and GPT-2 [32] to create contextual word embeddings, and create
baseline classifiers by coupling each of them with a flat classifier.
In this coupling, the word embeddings are constructed from the
PLM (taken as the output from their last hidden layer), which are
then fed to the flat classifier for sentiment classification. In our ex-
periments, we utilise the most prominent PLMs like BERTweet [7]
(a variant of BERT [7] proposed for sentiment classification), GPT-
2 [32], XLNet [43], RoBERTa [24], and DistilBERT [35]. In total, we
construct 42 sentiment classifiers to provide a comprehensive
benchmarking over our dataset.

3.1.2 Metrics. We use the Sentiment Accuracy to quantify the
sentiment classification performance of classifiers and a recently

developed metric called Post-hoc Explanation based Rule Con-
sistencY (PERCY) score [13] to assess their CDR dissemination
performance i.e, testing how effectively a classifier can recognise a
CDR on input sentence and can predict the sentiment as per the
dominant conjunct. PERCY uses feature-attribution-based AI Expla-
nation frameworks like LIME [34] to calculate the contribution of
each conjunct to the classifier prediction. These conjunct contribu-
tions are then compared against each other to determine whether
the classifier based its decision on the dominant conjunct.

3.2 Results
3.2.1 Sentiment Classification Performance. In Table 2, we
show the sentiment accuracy results and find that the RoBERTa
classifiers provide the best performance, while the DistilBERT and
XLNet classifiers provide statistically comparable performances.
Thismeans that the difference between the p-values [4] of the scores
is greater than 0.05 (p-value(RoBERTa scores, DistilBERT scores)
> 0.05 and p-value(RoBERTa scores, XLNet scores) > 0.05) [11]. In
particular, the performance improvement of baselines over the flat
classifiers confirms that CDRs like a-but-b need to be learned by
a DNN in order to provide better sentiment classification perfor-
mance.

3.2.2 CDR Dissemination Performance. In Table 3, we show
the PERCY score [13] results and find that the DistilBERT classifiers
outperform all the flat and baseline classifiers. This implies that,
perhaps, using a Knowledge Distillation [15] training procedure can
better enable the BERT classifier to capture CDRs. We also make
an important note here that classifiers providing a high sentiment
accuracy may not provide high PERCY score values as both metrics
assess different tasks as described in Section 3.1.2. We show an
anecdotal example in Table 4 where the classifier can provide a
correct sentiment decision but based on the wrong conjunct. We
observe that it is using some individual negative words in the 0
conjunct to base its decision.

4 Conclusion and Future Work
We presented a Twitter-based dataset to effectively test the CDR
dissemination performance of sentiment classifiers on the sentence-
level sentiment classification task. We designed a novel approach to
automatically label the tweets using an Emoji analysis method and
VADER [18] sentiment analysis tool. We benchmark our dataset
for both sentiment classification and CDR dissemination tasks by
conducting an exhaustive empirical evaluation of various general-
purpose DNN models, and baselines constructed from pre-trained
language models. Results show that the DistilBERT [35] classifiers
provide the best CDR dissemination performance and comparable
sentiment classification performance to the RoBERTa [24] clas-
sifiers. Future work involves exploring other types of discourse
relations and enriching our dataset.
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